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Abstract:

In addition to constraints of timing and resources, the
constraints of precedence must be considered in the
distributed real-time system. Scheduling problem is an NP-
complete problem. The paper presents scheduling model
based on precedence graph. According to this model, we
design the rules of coding, decoding and fitness function etc,
and construct a scheduling table that meets all constraints
with genetic algorithm and simulated annealing (GASA). With
this table, distributed real-time systems can schedule tasks
without jittery. The example of FF system is given to illustrate
the effectiveness and feasibility of our proposed algorithm.
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1 Introduction

Distributed real-time systems are becoming more and
more commonplace. The systems are defined as those
systems in which the correctness of the system depends not
only on the logical result of computation, but also on the
time at which the results are produced. . The basic
problem in the real-time systems is to make sure that tasks
must meet their time constraints. A system, which assigns
tasks on-line in the uncertain environment, can’t meet all
tasks’ deadlines. In order to meet the deadlines of critical
tasks in the worst condition, the priorities of tasks must be
pre-allocated. In general, there are periodic and sporadic
tasks, which can be transformed into periodic tasks in the
system. The primary criterion in the static scheduling of
periodic tasks is predictability determining a feasible
schedule wherein all tasks must meet their timing,
precedence and resource constraints.

Given a set of periodic tasks and their characteristics, a
typical algorithm that deals with a distributed system
attempts to assign instances of the tasks.to processors in the
system and to construct a scheduling table, which identifies
the start and completion times of all instances in the
periodic tasks. At run-time, the set of tasks is repeatedly
executed according to this scheduling table every macro-
cycle. Macro-cycle is an important parameter associated
with scheduling table and the LCM (the least common
multiple) of the periods. . For periodic tasks, there exists a
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feasible schedule if and only if there exists a feasible
schedule for the macro-cycle. Each task has
marcocycle/T, instances in the macro-cycle. With the
period, start and finishing times of the first instance in the
task, scheduler can dispatch this task without jitteriness, so
the memory requirements will be deceased.

2 Distributed real-time scheduling model

In general, to define a scheduling problem of the
distributed real-time system, we need to specify two sets: a

set of n tasks J={J,,J,,..J,} and a set of m
processors P ={P,, P,,...P, } . Each task J,(P,), which
can be characterized by three parameters (T;,C;,D;) ,

must be executed on the processor P, , where T;,C,;, D,

represent the period, worst case execution time and
deadline of task J, respectively. Moreover, precedence

relations among task can be specified through a precedence
graph.

In the certain real-time applications, tasks can not be
executed in arbitrary order but have to respect some
precedence relations defined at the design. stage. The

notation J;, — J, specifies that task J, is an immediate
predecessor of J,, meaning that graph contains an arc

directed from node J, tonode J,.

Fig. 1. Example of a precedence graph

Fig. 1 illustrates a precedence graph that describes the
precedence constraints among five tasks. As J, is

completed, either J , Or J 3 can start. Task J 4 can start

only when J, and J, are completed. Such precedence
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relations are usually described through a directed acyclic
graph
G={J,-»>J.}={{U,;,J)}.
The distributed real-time system can be described as the
scheduling model

{J,P,G,C,D},
c={c,.GC,,....C,},
D={D,,D,,..D,}.

If the deadlines of tasks are equal to their periods, then
this model is converted to {J, P,G,C,T} . In this model,

P represents the resource requirements in the system, G
does the precedence relations and C,T does the timing

constraints.
Given the scheduling model, the schedule can be
formally defined as a function

S(J,P,G,C,T),
Schedule means to assign processors from P to tasks

from J in order to complete all tasks under the imposed
constraints. '

‘Where

3 Scheduling method

If the tasks have simple characteristics, then a table can
be constructed by using the earliest-deadline-first (EDF), or
the rate-monotonic (RM) scheduling algorithm. (1,
However, besides timing constraints, tasks may have
resource requirements and can possess precedence. In the

cases, scheduling problem is an NP-complete problem, and

the present of complex precedence constrains exacerbates
the problem. ™. Hence, heuristics and approximation
algorithms, i.e., brand-and-bound and simulated annealing,
are resorted to deal with this problem.

In order to improve the performance of optimization, we
adopt genetic and simulated annealing (GASA) in searching
for a feasible schedule. Now the detail design of hybrid
genetic algorithm is shown as following: 2
1) Design of coding '

Each gene in the chromosome is denoted by

J,x10"' + P, x10° . The chromosome is denoted by

jobs’ execution sequence, which is a natural expression of
scheduling problems.
2) Design of decoding

Due to precedence relations and resource requirements,
decoding must be designed in detail. The current gene is
decoded if there don’t exist its immediate predecessors in
the chromosome, or the next gene will be decoded. After
decoded, this gene will be made a remark. We are able to
know the existence of the current gene’s unremarked
immediate predecessors according to precedence graph.
Average computational complexity is
O(m,n)=mxn/2 , m=dim(G) and

n=dim(J) . The maximum f;, in the all-immediate

where

predecessors is the start time ? of the current task.

start
According to the period and execution time of the current
task, the time slices of all instances are generated as follows:

UIKT, + 1, kT, +1,, +C;]

start? start

Where k € {O,l,-.‘.,macrocyCleT. -1

We must check whether these time slices are collided
with others, and adjust 7, ,, and repeat these steps before

all genes are decoded.
3) Method for generating initial population _

The initial population consists of N chromosomes,
which are generated by the random combination from one
feasible schedule.

4) Selection operator and definition of fitness function

We adopt roulette way as s selecting method. It’s a
fitness proportional selecting strategy. In order to prevent
the optimal solution from being destroyed by crossover and
mutation operation, we also use the elitist way on the basis
of roulette way that can accelerate the searching speed. The
goal of optimization is to minimize the number of late tasks

N

late *

Ny = Zmiss(fi)
i=1
0if f,<d,

1 otherwise’

Where miss(f,) = {

d; is the deadline of the i" task, f; is the finishing

time of the i™ task, so we can define fitness function as
follows.

f(Si) = ¢ N
Where S, is the i” chromosome in the population.

5) Crossover operator
We adopt one-point crossover. Firstly, selecting two

parent chromosomes in the population randomly; Secondly,
selecting a breakpoint randomly; Thirdly, selecting the part
behind the breakpoint of the first parent chromosome as a
part of the child chromosome; Finally, selecting legal genes
of the second chromosome to fill the remnant part of the
child chromosome. By these operations, we can produce
two legal child chromosomes from the parents and
guarantee schedule feasibility. For example:

Parent 1: 12345

Parent2: 35214

Suppose the breakpoint is 3, then

Childl: 23514

Childl: 32145
6) Mutation operator

We adopt exchange mutation. The genes in the parent

chromosome are selected randomly and exchanged each
other. For example:

Parent: 12345
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Suppose two positions of selected genes are 2 and 4,
then
Child: 14325
7) Simulated annealing
Simulated annealing is a local search method, which
seeks to avoid being trapped in s local minimum. A

chromosome S is chosen randomly from the population
" after crossover and mutation operation. According to S , a

new chromosome S can be generated randomly, and be
accepted if

random{0,1] < min{1,exp(—

f(s );— f(S))} ’

k
where 2, = A1, , (0<A<1) is a sequence of positive

control parameters with lim¢, =0. If F(SHLF(S)

then S is replaced by S with probability one. If, on the
other hand, f(S }y> f(S) then S is replaced by S
with some probability. This probability decreases with
increasing k.
8) Rule of termination )

Use the preset maximum generation NV
as termination condition.

or N, =0

ax late

4 Experimental results

Foundation fieldbus (FF) control system is a type of
distributed real-time system. The execution and
communication of function blocks distributing in the
different devices must meet the constraints of timing,
precedence and resource. . In fact, the real-time
scheduling includes scheduling of function blocks and bus.
81 There are six devices in the single link as shown in the
table 1.

Table 1. the list of devices

* Index 1 2 3 4 5 3
b 1|Lb2| TT | FY' | FI | FB

Devices

The control configuration is made up of ratio and split
range control, as shown in the Fig. 2. There are two control
loops, six devices and function blocks, and we can see
precedence relations G among function blocks. For
example,

G={(12),(23)..}

LOOPL:T=0.8s 9

LO0P2:T=1s

Fig.2. Control configuration graph

Genetic algorithm and simulate annealing are used to
solve the problem. The parameters of GASA algorithm are
given as follows: the population size N=50, the crossover

rate P, = 0.6, the mutation rate P, = 0.1, the annealing

rate A =0.9, and the maximum generation N__ =25.
The optimal scheduling result as shown in the Fig. 3:
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Fig.3. Gantt charts

In the Fig.3, Gantt charts are device oriented and control
loop oriented. The vertical axis are defined as devices and
contro! loops respectively, the horizontal axis represents
time. Blocks represent the time slices of function blocks
execution. For example, “1” in the block represents
LD_1.Al because its index is 17,

5 Conclusions

The paper makes a deep study to distributed real-time
scheduling problem, considers the constraints of timing,
resource and special precedence, and constructs scheduling
model based on precedence graph. GASA is used to search
the optimal schedule. Finally, scheduling example in the FF
system illustrates the effectiveness of our proposed method
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that provides a new way to study scheduling problems in
the distributed real-time system.
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